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Many problems of great practical value can be reduced to one-dimensional singular integral 
equations with constant coefficients, on the open curve. 

Amongst them we can, for example, find the problem of a plane flow around the arc, 

the problem of propagation of a crack in a homogeneous or non-homogeneous elastic plate, 

contact problems of the plane theory of elasticity, some problems of rock mechanics e.a. 

In each of these cases, the behavior of the unknown function near the ends of the 

curve is found to be the characteristic feature of the problem. Orthogonal polynomials the 
weight of which is given by the canonical function of the equation, the function determining 
the behavior of the solution near the ends, are found convenient to use in the approxi- 

mate solutions of each singular equations. 

If the coefficients of the equation are constant, then these polynomials are found to 

be Jacobi polynomials. 

Examples of application of orthogonal polynomials in the solutions of singular integral 

equations are given in [l and 21, while [3] uses the trigonometric form of Chebyshev 
polynomials and their analogs. 

In the present paper a method of solution of a singular integral equation based on the 

properties of Jacobi polynomials, is given. The equation has constant coefficients on the 
segment (- 1, + 1) of the real axis and different, separate conditions at each end of this 

segment. 

1. We shall begin by quoting some already known (see e.g. [4] 1 facts concerning the 
solution of the characteristic equation 

b 2. 
@cp(4 + ni !I f-i<r< 1) (1.1) 

-1 

with constant coefficients a and b and with the right-hand side f (I), satisfying Biilder*s 
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condition (condition H or H @)) 

I f (G - f (4 I < A I t - z I p (f) <II d 1) (tt 2. E L--1, f-11) (1.2) 

We assume that the principal value in Cauchy’s sense of the integral in (1.1) is con- 

sidered and, that additional conditions 

are fulfilled. 
b + 0, a? -b2=1, 0 .< 0 = arg (a - a) <x 

We shall seek the solution of (1.1) in the class of functions satfafying the condition 

H on the interior points and admitting the integrable infinity at the ends of the interval 

of integration (in the class H* using the nomenclature of Muskhelishvili [4] ). Let us put 
a - b = p eie, and introduce 

(1.3) 

The above conditions define x and x uniquely with one exception (when 6 = 0, then 

J. = x = Re a = Re b = 0, at the same time Im a = Im fi # 0). A detailed treatment 

of all the possible cases is given in [4]. In the present problem, xz- a -J3 (index 

of equation) can assume the values of -1, 0 and il. In these cases the solution of (1.1) 

-1 

where C is an arbitrary constant when x = 1 , and zero otherwise. 

A branch of the function 

w (2) = (1 - z)” (i + t)fl (--1 <s<l) (1.5) 

will, for convenience, be defined by the condition w (0) = 1. If ?C = -4, then we must 

supplement (1.4) with the condition 

+g- dr=O (1.6) 

which is also the necessary condition for the solution of (1.1) to exist. 

2. We shall use Rodrigues formula [S and 61 

f- i)” dn 
w (X) P,‘“8 8, (s) = m--&3 fW (zf (1 - enI (n =o, 1, 2, . ..) 

The following relations are also true 

(2.1) 

1 

P,‘“* 8) (5) P, ca, 8, (2) w(x) dx = 0 (/IL + 1,) 

-1 

In the following a + fi _I - x , x is a whole number and x >, - i (although in (2.1) 
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we CER consider Q and p to be arbitrary, while in (2.2) we assume that Rea > -1, 

Ile B > -i). 

Let w (z) be an anaiytic continuation of (1.5) into the complex plane I = x + iy with 

a cut along the real axis, extending from z = --1toz=+1so,thatw(r)=ru(x~iO). 

Using the Rodrignes formula (or simply the formulas for differentiating end integrating 

Jacobi polynomials [s] ), we shall obtain the asymptotic expansion of this function 
00 

(2.3) 

Here and in the following, 

(1 -zs)*w(z) =(1 -z)s+=(1 

It can be shown that 

Here, the integration in the right-hand side is performed along an arbitrary contour, 

provided it encloses the points -1 and +l, and leaves the point z outside. Then, from 

(2.31, we can obtain 

which, together with (2.1) and (2.4) g’ Ives, after the n-triple integration by parts followed 

by differentiation, the integral 

1 
-G- 

[,ixaPn(=~fi) (2) W (2) - 2-V$-$ -8) (z)] (2.5) 

--I 
The latter can also be obtained by another method* in which the Jacobi polynomial and 

Jacobi functions of the second hind are given in terms of hypergeometrfc functions. (2.5) 

yields the principal value of the integral 

(2.6) 

Bence, utilising the relationship between u and p (1.3) and the coefficients of (l.l), 

we obtain 
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3. We shall continue the investigation of (1.1). Let us introduce another functioa 

$ (~1 and an operdor S, and let both be given by 
1 

- 4 

9, (5) = w(x) 4) (z), ST = aw (z) 9 (5) -j- $ 
\ 

21 

$ (1) +$ dt 
(3.1) 

We shall write (1.1) as 

sg = f 

Its solution will, according to (1.4), be 

(3.21 

** = Ef, nrzaf(t!._b l fOdt_ 
w(z) rri c 

2% 
w(t) t--t 

(3.3) 

At the same time, the arbitrary constant in (1.41 will, for x = 1, be fixed by the 

condition 
1 

c I#* (X)W(5)dZ==O (3.4) 
"1 

If x -;I -1, then the additiona condition (1.6) will have to be fulfilled. Let us now 

try to solve the complete singular integral equation 
I 

SW-W’=f, $I k = 1 k {z. t) w (tf 9 (tf dt 

-1 

(3.5) 

The operator S is defined by the formnla (3.1); a, b, aad f(z) satisfy the previous 

(par. 1) conditions; U, p and w (zl are given by (1.3) and (IS), while the kernel k f% t) 

satisfies the condition H Q.t, V) 

1 k (5, t) - k(y,s)I~AA,Jt--lIP+A,It- sly 

Let us for daffnitenees, impose the condition (3.4) on 
for x = 1 , and 

U(k$,*--f)=O 

@ >‘Re% )r > Rs fi) (3.6) 

the solution I+P of this equation 

(3.7) 

i.e. solvability of (3.9, for x = --1 . Let us also replace the exact equation (3.5) with 

another, which we shall consider as approximate and possessing a special type kernel 

SY+KY==f+ax (3.8) 

K$== 1 K( 

11. 

z, t) w(t) 9 (t) dt, K (2, t) = 2 N,(t) I’,(-=* -@) (.t) (3.9) 
-1 k=o 

Here Pk”e +)( ) x are the Jacobi polynomials, Nk (t) satisfies the H condition for 

-1<tti;a, is a constant, a, = a, = 0, and a_, is chosen so, as to secure the 

existence of the solution of (3.8). Analogously to (3.71, we have 

1 
a-1 = )p, -@) L’ (Ku’ *--if) (3.10) 

t-=3 -Bf where ho is defined by means of (2.2). 

Since the kernel I( (x, t) is degenerate, 
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(3.11) 

(yy”’ = QkPk(-=, -8) (rj, ah- :== .ni, (t) III (t) Y* (t) dt (ii == 0, 1, . , . , R) 

k -=o --I 

where @* is the solution of (3.8). With this in mind, let us apply (3.3) to (3.8) and utilise 

(2.8) to obtain 
12 

If =_, = 0 for x = Z then the soIution +* is subject to the condition 

1 

s 

Y*(P)tV(z)dz=O 

-1 

analogous to (3.4), while for x = -1 , it follows from (3.101, that (3.12) will be a eolu- 

tion of (3.8) only, if 

a-1 = a0 - 
Uf 

j&J--“. -6) (3.13) 

Let us introduce the notation 

‘+k= (- f)b+x 2x j Nf (t) P&;” (t) W(t) dt 
-1 

( ;‘“‘; 2’-;+;” 
,...,a 

1 

b, = s Ni (t) 1~ (4 Rf (t) dt Ci= 0, 1, 2, . . . , n) (3.14) 

‘-lk - ---a--O fk=---X, -x+i, . . . , n) 

Substituting (3.12) into (3.11) we obtain the system of equations determining uk 
n 

S+ x ‘+&=bt (i=--xx, . . . , n) (3.15) 

B=-X 

and, forx = -4, an additiona reIetion 

oo=bo -$ co&t 
K=l 

which is indiapeneeble, if a_, is to be computed by means of (3.13). 

After solving the system (3.15) we ten find $* by means of (3.121, which cau be 

represented by 

Y”=(E+r) Rf 

where E ia au identity operator, A is the determinant of (3.15) and Aki is the algebraic 

co-minor of the corresponding element. 

It should be noted that if f (2) satisfies the condition (1.2) with ,K > Re U, and 
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p > Re p, then R j (and consequently I// * ) will satisfy the H condition. Indeed, let us put 

f (2) = f1 (5) + l/z [(I + s)f (1) + (1 - z)f (-1)l 

The ratio ji (X)/W (r) satisfies the H condition and is equal to zero at the ends of the 

segment r-1, +]. By (2.8), R p o erating on the second term will result in a polynomial. 

and Rj will, by the theorem of Plemel’ - Privalov, satisfy the H condition. 

In the discussion that follows, we shall assume the above statements to be valid. 

4. Let H be a functional space satisfying the condition H b), p > Re a, p > Re p 

on the interval [ -1, +I], with the norm 

IIIC)/IH=maxI~I+sup 
I * P) - 9 @)I 

It--z/P 

and let C be a space of continuous functions. We shall assume that 

R E [H -) Cl, r E [C --j Cl, k, K E [C --f HI 

Also let U be a functional defined by (1.6) on the space H. The solution of (3.5) will 

be represented by 

$,* = (E + r) R (j + K$* - hp*) 

and the difference between the solutions of the exact (3.5) and the approximate (3.8) 

equation, will be 
9+ - ‘y* = (E + r)R (K$* - k$*) 

Finally, let the kernels k (x, t) and K (z, t) be similar in the sense that for any 9 E C 

II k’# - K’P lllj~ Q rl II $ IIc (4.1) 

Then 

II V - y+ Ilc < 11 II E + r II II R II II (I* Ilc = P II cP* IIc (4.2) 

or, in other words, 

II 9* - Y* Ilc B i$-q II y* IIC for P=rlII~+~IIIIRII<l 

From (3.7) and (3.10) we obtain 

Q-l= &,_@) u (KY- kq*) 

which, together with (4.3), gives the following estimate 

(4.3) 

I a-116 
II u II 

, /p.-e,/ q I'-'l"l' IjY* IIc (4.4) 

Let us now estimate the norms of the operators appearing in the above relations. 

Using (2.8), we can write 

Rf = (- l)h+“2YP,(a, 8) (2) f (z) - -$ j j ‘;)z; @) -&- 

from which, 

-1 

I f w - f WI 

A = 2X max I P,(a* @ (z)l, i3 = -$-ma, 
? I~--ZIw 

s I ?JJ (‘)I 
-1 

dt, IIR II< max i-4, W t4 5j . 
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follows. Further /lE $ I )I < 1 i- Ij I IIt and it can be shown, that 

/I r II = max \ i 7 (2, t) w (t)i dt 

Let us introduce the following notatiz 

then, 
k (2, r) - K (2, t) = 6 (5, r) E H @, v) 

(4.61 

II 6 @I “11lLI. = max I 6 (z. 91 + maxsup,, y 
I 6 (5, 8) - 6 (Y, 91 + 

16(x, q-6(2, s),‘x-y” (4.7) 

+ max sup;, a 
it---sl’ 

and, for any function J) E c 

II 4 - K4J IIH d M II Ip (4llc II 6 (-?G t)llH 
1 

M=max 
IS 

J w (t)l dt, max 
s 

-1 

‘j t - s 1” I w (f); dt; 

-1 

Hence, in f4.1) we csn put 

11=JfllfJ (59 Gll~ 

Analogously 

II k II Q M II k 6~ t)llrr 

(4.8) 

(4.9) 

FinaIly, we shall give the estimate for the norm of the functional U, which is 

II U II d max 1 j hP* +) 1, max I ! It-sl”dt 
I * @)I I 

-1 
(4.10) 

5. Let us now take a part of the series of Jacobi polynomials of the function k (x, t), 

as K (x, t) 

1 

k (x, f) - 5 N,(t) I$$-“* -@) (I), N, (f) = 
‘k 

,-:, -.B) S 
IC (x, t) “‘; ;;; (xl dx 

k=o -1 

(k=O, 1, 2, . . .) 

From (3.13) we obtain 

PK;@ (t) w(t) dx dt 

(5.1) 

z?i= * 

11 
p.(-". -P'(*) 

4(-b; -Bf k(r* 9 * wfz) Rf (“) EL’ (t) dxdf (i, k = - x, -x -j- 2,. . ., n) 
-1-1 

If a is a real number and b an imaginary number, then in (1.3) we have p = I. Conse- 

quently, u and p are real, and w (z) is positive. In this case all the roots of the polynomials 

PF’B)(Z), and P~aSWa)fz) are real, simple and lie on. the interval (-1, +I), henoe the 

Gauss - Jacobi formula [6] can be used in calculating the integrals (5.1). 
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